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Foreword by Dona Crawford

The Accelerated Strategic Computing Initiative, or ASCI, is an example of
governmenmsponsored science at its best. Launched in response to an urgent national
necessity, it was grand in scope and scale, involving many people, organizations, and
technologies. It brought together the Department of Energy’s National Security
Laboratories, industry, and academia in a vast collaborative effort and culminated in
extraordinary scientific and technological achievements.

In many ways, ASCI transformed the way the Laboratories interact with each other;
it also fostered sea changes in high-performance computing, dramatically affecting the way
in which next-generation supercomputers are created, acquired, and employed. ASCI
contributed significantly to a nascent revolution in which computational simulation
assumed its place as a peer to theory and experiment in a fundamentally new paradigm of
science.

First and foremost, ASCI was mission-driven, and it accomplished all the objectives
of the mission. In being mission driven, it had to assemble all the components necessary to
achieve the goals of that decade. It created capabilities critical to the ongoing success of the
nation’s Science Based Stockpile Stewardship Program, which has ensured the safety and
reliability of the nuclear stockpile since 1994.

This ASCI history was commissioned to document how ASCI reached its goals and
to illuminate how this integrated and sustained collaborative effort changed the face of
high-performance computing in a way that independent, individtwaliyed R&D projects
for applications, facilities, infrastructure, and software development never could have
achieved.

As this history goes to press, the impacts of the capabilities enabled and advanced
by ASCI are becoming more important and obvious. We face daunting global national
security challenges the coming decades. In global warming and climate change, in
conservation and renewable energy, and in antiterrorism and national defense, indeed in a
host of areas, we face scientific and technological challenges of unprecedented complexity.
In all of these areas, the modeling of a complete physical system to predict its evolution,
possibly more so than the modeling of a scientific phenomenon in order to understand its
nature, will play the key role both in understanding the problems and in gaining insight into
their solutions. This change in emphasis and the development of an integrated set of
methodologies to achieve mission goals are the two key contributions of ASCI. This is,
indeed, great work in progress.

Alex Larzelere, who undertook to write this history, was a key leader when ASCI
was created and maintained an interest in the Initiative throughout its existence. | thank
Alex for his effort and perseverance in creating this history: for the long hours of personal
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for his integration of the documented record with the first-hand recollections of many ASCI
principals into a highly readable account of 1Beyears of ASCI.
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editor: his work in clarifying the text, as well as in incorporating the many suggestions of
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An editorial committee assisted in oversight and review of the several drafts of the
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Charlie McMillan, Mike McCoy, Terri Quinn, Jim Rathkopf, Mark Seager, and Mary
Zosel.
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Executive Summary

The history ofthe Accelerated Strategic Computing Initiative (ASCI) tells of the
development of computational simulation into a third fundamental piece of the scientific
method, on a par with theory and experiment. ASCI did not invent the idea, nor was it alone
in bringing it to fruition. But ASCI provided the wherewithal—hardware, software,
environment, funding, and, most of all, the urgency—that made it happen.

On October 1, 2005, the Initiative completed its tenth year of funding. The
advances made by ASCI over its first decade are truly incredible. Lawrence Livermore,

Los Alamos,and Sandia National Laboratories, along with leadership provided by the
Department of Energy’s Defense Programs Headquarters, fundamentally changed
computational simulation and how it is used to enable scientific insight.

To do this, astounding advances were made in simulation applications, computing
platforms, and user environments. ASCI dramatically changed existing—and forged new—
relationships, both among the Laboratories and with outside partners. By its tenth
anniversary, despite daunting challenges, ASCI had accomplished all of the major goals set
at its beginning. The history of ASCI is about the vision, leadership, endurance, and
partnerships that made these advances possible.

Why ASCI?

ASCI was created out of need. The Initiative was established as a critical part of the
Science Based Stockpile Stewardship (SBSS) program, which began in 1994. SBSS was
instituted to employ a new method of assessing the reliability, performance, and safety of
the U.S. nuclear weapons arsenal. Before SBSS, those assessments had been made using
full-scale nuclear testing. With the end of the Cold War in 1992, President George H. W.
Bush established a unilateral moratorium on nuclear testing, and President William J.
Clinton later made the moratorium permanent with his endorsement of the Comprehensive
Test Ban Treaty (CTBT). The end of nuclear testing presented significant challenges to the
stewards of the U.S. nuclear arsenal.

At the time testing was bannddefense Programs, the government organization
responsile for the weapons, was in the Department of Energy (DOE), supported in its
mission by three National Laboratorietawrence Livermore, Los Alamos, and Sandia.

The Laboatories provide the people and the scientific resources used to design the nuclear
weapons and to certify their performance and safety. Annually, the directors of the three
Laboratories give the President a statement expressing whether the weapons continue to be
safe and reliable and will perform as expected. In 20@ National Nuclear Security
Administraton (NNSA) was created to oversee the nuclear weapons programs. NNSA is a
semi-autonomous agency within DOE, and Defense Programs was moved into NNSA.

Prior to SBSS, the Laboratories approached the initial design and annual
certification of the nuclear weaposystems leaning heavily on the traditional scientific
method. Inthis approach, scientists use fundamental principles to devise theories about how
things work in the physical world. Experiments are then used to confirm, deny, modify, or
extend the theories. For thousands of years, scientists have used this interplay between

Executive Summary
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Delivering Insight — The History of ASCI

theory and experiment to gain insight into nature. Until 189Rscalenuclear tests, at first
conducted in th atmosphere and later conducted underground, were the primary means of
obtaining information about how, and how well, the weapons worked. Testing formed a
vital part of executing the Laboratories’ missions. With the end of such testing, SBSS
called for a new way of doing science.

Supplementing the traditional approach, high-performance computers were used by
the Laboratories almost since the invention of computing. ENIAC, one of the world’s first
electronic computers, was used to calculate the expected explosive yield of early
thermonuclear weapon designs. Ever since then, computers have been used to explore
particular theories to calculate properties, project yields, estimate effects, and, to a limited
extent, perform simulations of weapon design testing. In recent detaglésboratries
used some of thworld’s most powerful computers to understand massive quantities of data
generated by full-scale nuclear tests. The computers were employed to analyze those data
and use them to extrapolate results to different designs.

After underground nuclear testing ended in 1992, the Laboratories looked to
computer simulations to take on a new and even more important role. On August 11, 1995,
President Clinton announced his administration’s support for the CTBT and put his faith in
SBSS. He said, “I am assured by the Secretary of Energy and the Directors of our nuclear
weapons labs that we can meet the challenge of maintaining our nuclear deterrent under a
CTBT through a Science Based Stockpile Stewardship program without nuclear tésting.”

SBSS was deVeped to facilitate a better scientific understanding of nuclear
weaponsoperation. This would provide the Laboratories with the means to evaluate the
impact, on weapon safety, reliability, and performance, of the aging of the weapons. It was
also intended to assess the effects of replacing aging components with new, remanufactured
parts. SBSS laid out aggressive plans to create several new scientific capabilities. The new
capabilities included a number of large experimental facilities to test various aspects of
weapons science. One of these aggressive plans was for a new approach to using
computational simulations. This plan became known as ASCI.

The ‘A’ in ASCI stands for ‘Accelerated’ and was a critical attribute of the program.
ASCI had to accelerate the development of the computational simulation capabilities
because it was essential that they be validated by comparison with data from actual
underground tests; without that validation there could be no confidence in simulation, no
matter how sophisticated it appeared. But only a limited number of scientists and engineers
had been involved with actual underground nuclear tests. ASCI simulations would have to
be validated by these testing veterans, who possessed the knowledge and experience to
understand the data from the old tests (so-called legacy data) and compare the stockpile
assessments based on legacy data with assessments from advanced simulations.
Unfortunately, these people were expected to retire or leave the Laboratories within 10
years. ASCI's challenge, therefore, was to build a new simulation capability on a scale
never before attempted and rarely even imagined and to do it on an accelerated basis.

What ASCI Accomplished

For ASCI to deliver on its promises, it simultaneously had to accelerate
development of a wide range of technologies, but especially in three areas: simulation
applications, computing platforms, and the environments to support them. Applieaons

Executive Summary
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the computer programs used to simulate the weapons and their operations. Before ASCI,
the Laboratories’ applications had been written to supplement the full-scale nuclear testing
and could be validated readily by comparison to the tests; hence, applications only needed
to incorporate a limited set of physics, and one- or two-dimensional models generally
sufficed. These relatively simple codes were also necessary because existing computers,
even the supercomputers of the 1980s and early 1990s, were limited in power, speed, and
memory. Moreover, the lack of computing power limited the number of physical

systems and the duration of events that could be studied in a single simulation. To meet the
mission and to make SBSS a reality, ASCI’s applications would have to capture all three
dimensions and as much physics as possible and be able to simulate full systems operating
over long periods of time.

But to run simulations using the anticipated sophisticated multiphysics applications,
the Laboratories needed significantly larger, faster, and more powerful computers, or
platforms. A standard unit of computer speed and power is the FLOP/s, that is, one floating-
point operation per second. An early calculation done at Lawrence Livermore National
Laboratory (LLNL) concluded that more thahOO teraFLOP/s (i.e., 100 trillion FLOP/s)
would be requied to execute the simulations needed by SBSS to sufficient accuracy. This
audacious gfimate meant that computing power at LLNL would have to increase by over
7000 fold, since at the time LLNL’s most powerful computer provided only 13.7
gigaFLOP/s (13.7 million FLOP/s). Accomplishing this in just the 10 years ASCI allotted
implied a technology growth rate many times that given by Moore’s Law, then the industry
standard for predicting increases in computing power. Somehow, the Initiative would have
to accelerate the development of high-performance computing systems—otherwise there
would be nothing on which to run the applications needed by SBSS.

To acquire the platforms, ASCI could not simply issue a purchase order. The
computers they needed did not exist, and would have to be researched, designed, and
constructed. Worse yet, the high-performance computing industry was in disarray at that
time. The market was shrinking as its dominant customer, the federal government, began to
focus on budget deficit reduction. As a result, there were too many companies selling and
too few customers buying. The industry was in upheaval; some companies went bankrupt,
others merged, and some got out of the high-performance computer business.

This upheaval was partly due to the burgeoning success of the Personal Computer
(PC). For the first time, computers were available for individual desktops; no longer was
the individual user restricted to the limited access of the mainframe computers, housed in
large computer centers and attended by flocks of specialists. The extraordinary growth in
popularity of the PC meant that many companies were suddenly devoted primarily to
exploiting this new and seemingly limitless market. While the PC put tremendous pressure
on companies, it also provided a new way to deliver computing power. Until the late
1980s, high-end systems were built so that they appeared to the application as a single large
processor and a single large bank of memory. The PC looked the same, except with a small
processor (called a microprocessor) and small memory. But the introduction of PCs led to a
new approach to the architecture of high-performance computers, in which many
microprocessors, each with its own bank of memory, would be networked into a much
larger system that would run applications using the many microprocessors operating in
parallel.

Executive Summary
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The applications for these computers would have to be split into many operations
running simultaneously on separate processors. Information needed by one processor from
a program running on another processor would have to be sent across a communications
network. This approach to running applications was called parallel processing. One big
advantage of parallel processing was that parallel computers could offer vast amounts of
computing power, and, by leveraging the large PC market for microprocessors, might do so
at a much lower cost.

When ASCI was launched, it was not clear what direction the chaotic computer
industry was headed. Conventional serial processing machines were reaching the limit of
their potential. While parallel computers looked promising, many thought they would be
impossible to program effectivelgnd with thousands of parts, some would fail so
frequently that the computers would be unusabile.

ASCI did not have much of a choice. The Laboratories realized that to meet the
demands of the expected applications, they would have to move their codes onto parallel
computers. ASCI leaders also recognized the importance of enabling computer companies
to develop commercially viable technology, to protect the vitality of an industry critical to
the success of the Initiative.

To create applications for the new platforms, ASCI would have to provide a robust
set of capabilities that are collectively calleskr environments. This environment
included, among other things, tools such as compilers, debuggers, data handling and storage
controls, operating systems, job schedulers, and communications systems. Collected
together, these myriad tools formed the environment, and would be needed to allow the
end-users, the weapons scientists, to create models and simulations. Because the
simulations would create huge volumes of results, the user environment would need to
provide innovative tools to visualize and analyze the data. The environment also had to
facilitate inter-Lab sharing of resources and data while providing the highest levels of
security.

ASCI Delivers

By 2005, ASCI had fulfilled the goals set out a decade earlier. The applications had
been created, allowing nuclear weapsaientists and engineers to gain a better
understanding of how the weapons work. Indeed, these applications allowed users to see
things that were previously unknown—unrecognized in expermagat not imagied in
theories.

By 2005, the ASCI computers had met and surpassed the computing power threshold
set in the early LLNL estimate. In October of that year, a ceremony was held to
commission the 100 teraFLOP/s Purple system at LLNL. Purple was built by IBM and
consisted of more tharl2,000 commercial microprocessors tied together with a fast
interconnetion network. Among the most impressive features was that, despite physically
being in Livermore, Purple could be used by all three Laboratories to securely run highly
classified applications relevant to weap@ssues.

IBM also installed BlueGene/L in 2005. This machine represented a new approach
to high-performance architecture and used more thah,000low-power processors to
deliver a peak of360 teraFLOP/s of computing power, far exceeding the ASCI target of 100
teraFLOP/s. TAsystem was designed around the idea that using larger numbers of cheaper,
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simpler, and smaller components could dramatically reduce system cost, size, and energy
consumption, all while increasing computing power. As with Purple, BlueGene/L was used
almost immediately to shed light on important questions about material properties.

The fact that simulations could be productively run on the Purple and BlueGene/L
systems in 2005—as soon as they were delivered—was remarkable and demonstrates
ASCI's success accelerating the development of the user environments.

None of the advances fostered by ASCI—in applications, computing platforms, and
environments—would have been possible without an extensive program of outreach and
partnership. The scope of the work needed to create the required simulation capabilities was
well beyond what any one organization could hope to accomplish. ASCI’s history is
largely about the evolution of relationships among the Initiative’s stakeholders. Defense
Programs and its Laboratories learned new ways to interact. The Laboratories formed new,
exceptionally productive relationships with the computer industry and with other national
programs interested in high-performance computing. Finally, ASCI's research focus and
scientific requirements inspired the Laboratories to establish deep relationships with
universities, a process that included the founding and development of several
groundbreaking simulation-science centers at major research universities.

How ASCI Did It

ASCI delivered. It would be impossible to ascribe its success to a single reason, as
many factors clearly contributed. In some ways, the timing was simply right. The end of
the Cold War meant that Defense Programs, and its Laboratories, had no choice but to
change. In a dramatically changed world, they faceedva mission that required
unprecedentekkvels of computing power. At the same tjrtiee expanding field of parallel
processing had matured enough to be thought capable of handling nuclear weapons
simulations. ASCI began just as simulation technologies were ready to flourish, if given
the right push. But making that push required leadership and a lot of patient, sharply
focused, hard work.

The factors in ASCI's success generally fell into four categories: vision, leadership,
endurance, and partnership. ASCI developed and communicated a clear, mission-based
vision: the ban on full-scale nuclear testing meant that SBSS would depend critically on
computer simulation capabilities that did not exist at the,tand to create those
capabilities, ASCI would have to develop new applications, platforms, and environments on
an unprecedented scale. ASCI succeeded in propagating this vision to everyone involved in
the Initiative.

That clarity of vision was due to ASCI’s leadership, the second factor in ASCI’s
success. ASCI was led by exceptional people who fostete® can do it” culture that
permeated thengire Initiative. This culture was promulgated from the beginning by
outstanding leaders at Defense Programs, the Laboratories, and in the computer industry.
The early leaders, especially Vic Reis (DOE Assistant Secretary for Defense Programs) and
Gil Weigand (ASCI's first Director), focused on the ASCI vision and had the will to act as
necessary to see the mission done. They recruited like-minded individuals to lead at all
levels of the endeavor. In the etide culture they inspired—of competence, teamwork, and
a shared sese d mission—was justified by extraordinary accomplishment.

Executive Summary
5



Delivering Insight — The History of ASCI

Getting ASCI started required vision and leadership, but keeping it going through a
decade of daunting challenges required endurance, a third crucial factor in ASCI’s success.
The challenge for ASCI was to maintain a sense of urgency during the long, sustained effort
to develop the required simulation capabilities. The cutting-edge research took time—time
to develop the world’s most complex applications, to invent and build the world’s most
powerful computers, and to create user environments of unprecedented capabilities. The
endurance of the women and men doing that research, patience and encouragement of the
leadership, and support from the funding sources made it possible.

The final key to ASCI’s success was its development and reliance on partnership.
ASCI worked best when it built relationships, both within its organizations and with outside
partners. Committees and task forces drew members from all stakeholders. Progress
meetings fostered peer review and horizontal communication, encouraging both innovation
and facilitating timely progress. External relationships with computer companies, other
federal programs, and the academic community helped solve problems faster, deepened the
well of ideas, and promoted the scientific utility of computational simulation. Ultimately,
the outreach and openness followed in the American tradition of working together to meet
an urgent need for the nation.

Telling the History

ASCI’s history is complicated. The Initiative involved hundreds of people at the
Laboratories and Defense Programs, along with hundreds more in academia and industry.
During its first decade, ASCI spent over $5.2 billion, over 80% of which went to support
people researching technology advances. Because so many activities took place
simultaneously, it is nearly impossible to relate the history in a purely chronological,
comprehensive fashion, and limited space means the hard work and individual
accomplishments of many people who made important contributions cannot be fully
described. Therefore, this history of ASCI is told in the following way. The first two
chapters lay a foundation describing the need for the Initiative and describing what was
required to get it underway. The next four chapters describe the four major areas in which
ASCI produced extraordinary feats by employing fundamentally new approaches:
applications, platforms, environments, and partnerships. Each of these themes is illuminated
through a number of vignettes highlighting important events or approaches. Two chapters
highlighting the impact of ASCI and its future close out the story.

In its first decadeASCI changed how Defense Programs and the Laboratories assess
the performance, safety, and reliability of weapons in the U.S. nuclear stockpile. In doing
so, ASCI helped foster a change in the fundamental approach to science by creating tools
that enable computer simulation to stand as peer to theory and experiment.

The future impact on the world of science is not yet clear—simulations for science
at the ASCI scale have only existed for a few years—»but it is an exciting future. New
discoveries have already been made using computational simulations and many more are in
the pipeline. Just as ASCI had to change the world to build these capabilisielear tha
having the apabilities will change our understanding of werld.

! Office of the Press SecretaStatement bthe President, 3.
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Chapter One
New Tools fo r Scientific Insight

Insightcan be dfined as the capacity to obtain an accurate and deep understanding
of a person, situation, or thing. A deep, accurate, science-based understanding of nuclear
weapons is vital for maintaining a safe, reliable weapons stockpile and the deterrent to war
the stockpile provides. The National Nuclear Security Administration (NNSA), the semi-
autonomous agency within the Department of Energy (DOE) responsible for the stockpile,
is acutely aware of the need for insight about the weajpameg the first 47years
of U.S. nucleaweapons programs, that insight was largely obtained through full-scale
nuclear testing. In 1992, nuclear testing was barmadithe Lhoratories realized they
would have tonivent new ways to arrive at scientific insight.

In the decade from 1995 to 2005, the Accelerated Strategic Computing Initiative, or
ASCI, delivered remarkable new tools, based on computational simuthtibaenabed
scientists to gain that insight. These capabilities have provided the United States with new
ways to understand the performance and safety of the weapons in its nuclear arsenal. More
profoundly, ASCI's development of these new methods has contributed greaty—
led—to a fundamental change in the way the world does science; the use of high-
performare simulations in science and engineering is beginning to have significant effects
on people’s everyday lives.

Theory and Experiment to Develop Insight

Traditionally, scientific insight has been obtained through interpléysofiry and
experimentn an iterative process of developing hypotheses (theory), testing them
(experiment), analyzing the experimental results, and revising the hypotheses. Theory is
not easily manufactured; it arises from the human imagination, employing (and often
discovering) fundamental principles to explain how and why things happen the way they do
in the physical world. The Theory of Relativity, for example, was developed in the
incredible imagination of Albert Einstein and led scientists to discoveries that enabled the
invention of the first atomic weapons. Experimentation involves the observation and
measurement of actual physical processes, and many experiments produce results that
directly illuminate the questions where insight is sought. Sometimes the physical processes
of interest are impossible to create exactly or observe directly, and scientistsstaast
form experimetal settings that mimick the desired physical conditions as closely as possible.
In these cases, the results must be carefully extrapolated to enable valid analysis.

The vast majaty of scientific understanding of the physical universe has been
obtained through the interplay between theory and experiment: an observation from an
experiment leads to a new theory, which is then tested with a new experiment. For
centuries, this process has been the fundamental approach to scientific