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High Performance Computing 
Operations Review Report 

Overview 

The High Performance Computing Operations Review (HPCOR) meeting—requested by the 
ASC and ASCR program headquarters at DOE—was held November 5 and 6, 2013, at the 
Marriott Hotel in San Francisco, CA. The purpose of the review was to discuss the processes and 
practices for HPC integration and its related software and facilities. Experiences and lessons 
learned from the most recent systems deployed were covered in order to benefit the deployment 
of new systems. 

Although the meeting continued the series of Best Practices Workshops that have been held 
previously, it was conducted as a DOE internal meeting to best address the issues related to 
ongoing procurements. In attendance at the meeting were subject experts from six DOE 
laboratories who are currently involved in the Trinity (LBNL/NERSC, LANL, SNL) and 
CORAL (ORNL, ANL, LLNL) collaborative procurements for the next generation of HPC 
systems. Each new generation of systems presents challenges in all aspects of deployment, 
including making the systems productive for the user community. Understanding the best 
practices of all laboratories can contribute to the successful installation of new systems.  

The meeting commenced with a plenary session presentation by Bruno Van Wonterghem 
(LLNL) in which he described the challenges associated with the installation and operation of the 
National Ignition Facility (NIF) at LLNL. NIF has many aspects in common with the complex 
installation, power management, user scheduling, and operations of HPC systems. Next, Sue 
Kelly (Sandia) described Sandia’s efforts to derive a use-case approach for power API 
requirements—a topic identified as a missing system component at an earlier Best Practices 
meeting. 

The remainder of the meeting was devoted to discussions on eight technical topics identified by 
the organizing committee. These topics were discussed in parallel breakout sessions over two 
days and documented in breakout session reports to the full group. Each breakout session 
included at least one representative from each laboratory, and participants were asked to address 
specific questions related to the technical topic covered, the management structure of the activity, 
and the experiences in recent deployments. Some discussion highlights from the eight technical 
topics are summarized in the Technical Topics section. Appendix A is the meeting agenda and 
breakout session report topics. Appendix B identifies the organizing committee members and 
meeting attendees. Appendix C includes all breakout session reports. 
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Technical Topics 

The following technical topics were addressed in the breakout sessions. Although each topic was 
independent, there was some overlap, and four related pairs of topics were identified by the 
organizing committee. 

A. Systems (integration and the operating system) 
B. Applications (benchmarking and working with code teams) 
C. User Environment (development environment and user support) 
D. Facility Preparation (external and internal) 

Each day’s breakout session technical topics are detailed below, followed by highlights from that 
session’s discussions. 

Day One Breakout Sessions 

A1: System integration, early access, acceptance testing, and system shakedown prior to 
general availability; getting all hardware/software and file systems to work as advertised. 

Acceptance testing is an iterative process, and automation is your friend. Development of 
controlled procedures to “break” the system is a useful process to help the system administration 
staff experience the symptoms of error conditions and identify any lingering system recovery 
issues. Integration of the new systems into configuration management systems and monitoring 
allows some of the acceptance test results to be easily verifiable and also allows for repeatable 
environments and simplifies transition to operations. Development of a representative set of 
acceptance tests is needed to verify system software changes before releasing them to users. 

B1: Use of modeling, simulators, and benchmarking. 

As DOE pursues more collaborative procurements, benchmarks need to be selected with more 
focus and purpose rather than a union of what each laboratory previously used. Access to early 
systems is vital. The benchmark suite can also play a role in identifying resiliency issues because 
the behavior is known; therefore, benchmarks and benchmarking teams contribute throughout the 
life of the system. Use of modeling does not yet have the same level of confidence as that of 
benchmarking. Likewise, system simulators have not yet played a significant role. A strong 
synergy among the HPC centers, users, and developers is needed in this area because of the 
significant risk taken when selecting tomorrow’s systems using today’s codes. 

C1: Development environment preparation (parallelism support, compilers, tools). 

A useful HPC development environment does not come shrink-wrapped from the vendor. There 
are endless activities to address, so the work must be prioritized. Each lab prioritizes differently, 
but every lab would like more resources devoted to addressing the development environment. 
Users want a feature-complete environment that is compatible with other systems. Early access 
to “real hardware” is important so that areas in which there have been problems on previous 
systems can be addressed as soon as possible. It is useful to have at least two early environments, 
one for early user testing and one for development testing. One laboratory makes three test 
environments available. It is also essential to have redundant sources for critical software, 
especially compilers and debuggers. 
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D1: Facility and utility planning impacts, demand response forecasting, etc., outside the data 
center. 

Infrastructure planning should begin with the site master plan, updated annually. The annual 
updates should integrate into the long-term sustainability for the site infrastructure and should 
not be confined to the requirements of a single HPC system. When site infrastructure interfaces 
with outside utility providers, reinforce their assurances to meet (or sometimes not meet) the 
updated requirements with laboratory modeling, and be mindful that the modeling tools used by 
the utility companies for impacts of HPC—especially the swings in load—are sometimes 
antiquated. 

Facility preparation teams and HPC operations are cooperative. For both the CORAL and Trinity 
procurements, the facility teams were involved early, which proved to be constructive for the 
projects and should be considered a best practice. 

The most recently recognized risk is with water quality and water supply temperatures required 
by HPC vendors, often resulting in re-work, additional costs, and schedule delays to the project. 
Requirements set by vendors should be technically validated and practiced by the vendor as well. 

Day Two Breakout Sessions 

A2: Run-time operating system environment, including logging, monitoring, schedulers, and 
allocations. 

Some activities can be handled with vendor interactions before the system arrives. NRE is 
critical because the vendors are not likely to meet the needs without explicit funding. Required 
diagnostic information is important and should be part of the system RFP. If early hardware 
access is available, it should include switches, interconnects, etc., as well as nodes. Learning 
early on about hardware failure scenarios and their impact on the operating system helps verify 
that redundancy designs work, but failure tests need to be simple. Configuration management 
with vigorous validation is needed to maintain a consistent environment for the users. 

B2: Working with code teams. 

Success of the newer systems depends critically on robust, well-funded, early, and active 
involvement with code teams. Application readiness facilitators need to be prepared to do 
“whatever it takes.” The appropriate people need to be involved early so that appropriate NDA 
presentations and workshops can be scheduled. Early hardware access is critical. NRE funding 
can be useful, but clear goals need to be established. Often the most key vendor interaction is 
identifying the individual in the vendor organization who really has insight into the hardware 
performance. This individual can address the most important optimizations for a given 
application. To avoid squandering optimization efforts, it is important to avoid over-investing in 
dead-end disruptive technologies or early architectures that do not match a final platform. There 
are, however, some code-restructuring activities that do tend to pay off across architectures (such 
as attention to I/O readiness.) In support of system resiliency and failure diagnostic efforts, 
improved monitoring and tools are needed. 

C2: Usage models, user education and training, and user support. 

This group should be involved early to gather requirements to inform the procurement effort and 
serve as an advocate for users during the procurement process. Usage Model documents have 



4 
 

been produced for more than 10 years for the ASC systems and have been used as part of the 
documentation for the DOE CD process. System administrators use the document for system 
configuration, user support staff use it to develop training materials, and the users have an end-
to-end description/functional specification. Once the new architecture is known, it is important to 
begin transitioning users and codes to the new architecture through user interactions and training. 
New systems must be integrated into a larger administrative infrastructure for accounts, reporting, 
and ticket systems. Early hardware access is critical to ensure that the support staff is ready to 
assist users. Likewise, access to other labs’ systems is helpful for testing before general user 
access. 

D2: Facilities preparation inside the building; getting building/floor space ready, platform 
operational requirements and tolerances (cooling temperatures, weights, etc.). 

The delivery and management of the high-performance power, space, and cooling capabilities 
within HPC facilities must balance the long-term issues associated with the facility itself with the 
short-term requirements of the HPC systems that occupy the space. While the facility will have a 
design life that is measured in decades, the individual systems housed in these facilities will 
typically exist for approximately five years. These contrasting requirements create opportunities 
for identifying best practices that can ensure that the investment in the facilities and the systems 
are appropriately balanced as new systems are acquired, installed, introduced to production, and 
eventually decommissioned. Issues addressed within this session included the requirement for 
integrated project plans, long-term facility/system master plans, the collaborative roles and 
responsibilities of facility and systems engineers, the impact of early system assessments, 
innovative packaging, the intentional and early involvement of the system vendor, and the role of 
NRE funding to identify electrical and mechanical performance improvements, drive packaging 
innovation, and clarify system requirements that can reduce cost, schedule, and operational risk. 

Summary 

Some common themes emerged in the breakout reports. 

 Most groups expressed the need to be involved very early in a procurement process, but 
one participant observed that having everyone involved early can create communication 
problems. Perhaps there should have been a track to discuss project management.  

 Access to early representative systems was vital to all groups, with a caution about 
wasting time with dead-end prototypes. 

 Close and early interaction with the major code teams was also a cross-cut theme for 
getting benchmarks, preparing the development environment, application readiness, and 
user support and training. The organization of this effort varies from laboratory to 
laboratory but needs focus to avoid too many requests for code team attention. 

 Several groups expressed the desire to interact more frequently, possibly with site visits. 
A good summary observation was made by the meeting chair, Kim Cupps: “These 
reviews are good opportunities to talk with people who perform the same tasks 
differently and to learn from each other. This review was very productive.” 

At the conclusion of the meeting, a list of suggestions was informally submitted to DOE about 
topics that might be addressed in future meetings. This review report, individual breakout session 
reports, and additional information are available on the HPCOR website. 
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Appendix A. Meeting Agenda and Breakout Session Topics 

Monday, November 4 

5:30-7:30 p.m. Welcome reception; registration; meeting organization activities 

Tuesday, November 5 

8:15-10:00 a.m. Welcome; meeting overview 

Plenary talk 1: NIF operations success/best practices (Bruno Van Wonterghem, LLNL) 

Plenary talk 2: Use case approach to deriving an HPC software power API (Sue Kelly, SNL) 

9:30-10:00 a.m. Break 

10:00 a.m.-12:00 p.m. Day 1 breakout sessions 

12:00-1:30 p.m. Lunch (not provided) 

1:30-2:30 p.m. Day 1 breakout sessions (cont.) 

2:30-3:00 p.m. Break 

3:00-5:00 p.m. Day 1 breakout session reports 

Wednesday, November 6 

8:15-8:30 a.m. Remarks from HQ; questions and answers 

8:30-11:30 a.m. Day 2 breakout sessions (take break when convenient) 

11:30 a.m.-1:00 p.m. Lunch (not provided) 

1:00-3:00 p.m. Day 2 breakout session reports 

3:00-3:30 p.m. Break 

3:30-4:00 p.m. Meeting wrap-up; report instructions, dates, etc. 

Breakout Session Discussion and Report Topics 

The following issues should be addressed in breakout discussions and reports: 

Processes 

 What needs to be done at what level of effort and cost? 
 What begins first: timeline for activities, e.g., before or after hardware? 
 Role of early hardware access (either locally or remotely) and prototype systems 
 Role of vendor partnerships. 
 Role of R&D&E. 
 Resiliency activities (e.g., redundancy) executed. 

Organization and Management 

 What is the structure of the integration and preparation teams? Who manages and 
oversees the different components? 

 Skills for activity team. 

Experiences and Lessons Learned 

 Experiences/lessons learned (good and bad). 
 Most productive activities. 
 Resiliency experiences. 
 What was highest risk? Was it a surprise or expected? 



6 
 

Appendix B. Organizing Committee and Attendees 

The DOE sponsors overseeing the planning of this meeting were Thuc Hoang, DOE/NNSA/ASC, 
and Dave Goodwin, DOE/SC/ASCR. LLNL’s Kim Cupps, assisted by Mary Zosel, chaired the 
meeting planning. The multi-lab steering committee that participated in the planning of the 
agenda included Susan Coghlan (ANL), Hal Armstrong (LANL), Richard Gerber 
(LBNL/NERSC), A. “Buddy” Bland/Jim Rogers (ORNL), and Tom Klitsner (SNL). Meeting 
logistics were managed by Lori McDowell and Jennifer Rose (LLNL). The following laboratory 
representatives attended the meeting. 

Affiliation Attendee 

ANL Coghlan, Susan 
Harms, Kevin 
Howe, Thomas 
Loy, Raymond 
Meng, Jiayuan 
Williams, Timothy 

DOE Office of Science/ASCR Goodwin, David 
Harrod, William 
Helland, Barbara 

LANL Armstrong, Harold 
Baird, Charles 
Green, Jennifer 
Kelly, Kathleen 
Velarde, Ron 

LBNL/NERSC Broughton, Jeffrey 
Cardo, Nicholas 
Deslippe, Jack 
Draney, Brent 
Fagnan, Kjiersten 
Gerber, Richard 
Jacobsen, Douglas 
Pezzaglia, Larry 
Shalf, John 
Skinner, David 
Srinivasan, Jay 
Wasserman, Harvey 

LLNL Bailey, Anna Maria 
Bertsch, Adam 
Carnes, Brian 
Cupps, Kimberly 
Futral, Scott 
Gyllenhaal, John 
Van Wonterghem, Bruno 
Zosel, Mary 

NREL Hammond, Steve 

ORNL Barker, Ashley 
Hill, Jason 
Joubert, Wayne 
Messer, Bronson 
Rogers, James 

SAIC/DOE NNSA/ASC  Macaluso, Antoinette 
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Affiliation Attendee 

SNL Balance, Robert 
Haskell, Karen 
Kelly, Suzanne 
Klitsner, Tom 
Martinez, Dave 
Monk, Stephen 
Pavlakos, Constantine 
Stevenson, Joel 

 

  



8 
 

Appendix C. Breakout Session Reports 

These eight breakout session reports document the technical topics discussed during each day’s 
breakout sessions. 



















































































































































DOE HPC Operations Review 25

 Caution: Be aware of non-uniform interpretation 
and enforcement of fire protection/safety 
requirements by the FPE/AHJ (and worse, 
changing interpretation over time)

 Classify your space as a single story multi-level 
machine room to simplify the interpretation by 
the FPE/AHJ of the plenum spaces below and 
above

 Beware hot-aisle/waste heat containment 
strategies, as they may not meet the 
interpretation of the AHJ
• When is a space a plenum? Not a plenum?

More shotgun (what Dave talks about at parties)

DOE HPC Operations Review 26

 Mechanical systems are hard to change
• Rigid infrastructure
• Control sequence is a hard problem

 Electrical systems are costly to retrofit/expand
• Evolving electrical codes

 Structural limitations are show stoppers

 “The needs of the machines are evolving faster than 
the timeline for the facility investment” – Jeff 
Broughton

 Challenge: Balancing the Programmatic Need and 
the Facility Benefit

High Level Takeaways
“There is no perfect solution” – Susan Coghlan
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